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Abstract

The Orion microsatellite, under development a Stanford Universty, will fly dong with two other Stanford
satellites (“Emerads’) as pat of a NASA-funded project. The primary objective is to demondrate, for the
firg time the use of carier-phase differentid GPS (CDGPS) for the reative sendng, navigaion and
coordinated control of satdlites to form a virtual spacecraft bus Launch of this misson has been
tentatively scheduled for late 2001. Formation flying offers an exciting new gpproach to conducting space
sience missons.  Ingead of employing a single large satdlite, a fleet of smilar, smdler spacecraft is
coordinated to peform missonrdated tasks.  While formaion flying architectures have a sgnificant
amount of operationa flexibility, the internd system complexity increases with the number of satdlites in
the fleet. In addition, congraints on satellite resources play a paticulally key role.  This paper is a
summary of work conducted a Stanford to invedtigate the influence of resource congraints on misson and
current-task planning. By meaking efficient use of knowledge associated with misson gods and operaions,

optima drategies can be used to increase flegt lifecycle performance. In addition to discussing this topic,
the role of the Orion mission as atestbed for these conceptsisinduded.

|. Introduction

Formation flying technologies will engble and
enhance the peformance of a vaigy of new
space observetion missions. Some of these
missons am to see further into space and with
greater detall. Other missons drive to obsave
events on Eath with improved precison. In
gther case, the sendng instruments usualy
require very long basdines (up to 1 km or more)
in order to achieve the desred image resolution.
Conventiond wisdom indicates tha a sngle
large dructure would be extremey expensive to
design, congruct, and launch for this purpose.
Another way to achieve the desred functiondity
would be to condruct a fleet of smdler, but well-
coordinated spacecraft. However, this introduces
a new st of technologicd chdlenges associated
with flet control, resource management, and
inter-satellite communications.  Addressng these
topics is a the forefront of a number of
investigations.

There is a great ded of current support for
formation flying missons. Interferometry
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missons such as Space Technology 3 (ST3) and
Terredtriadl Planet Finder (TPF) hope to utilize
the benefits of a didributed saelite array in
order to see the surfaces of stars and detect extra
solar planets [Refs 1,2]. TechSat21l will employ
sevarad sadlites to form a synthetic  aperture
radar [Ref 3]. This will dlow objects moving
over the Eath's suface to be deected and
tracked with a high levd of deal.  Other
concept missons include LISA, a misson to
asemble three satdlites over extremdy long
basdines (millions of km) in order to detect
reldivisic phenomena such as gravity waves
[Ref 4]. Findly, there is Orion, a misson under
development a Stanford University [Ref 5]. The
purpose of Orion is to identify and demonstrate
technologies that will benefit these and future
formation flying missons.  Orion is currently
scheduled to launch aboard the Space Shudttle,
dong with the Stanford Emerald misson [Ref
10], in November 2001.

This paper summarizes the Orion satellite
desgn and its use as a testbed for formation
control and flest operations.  Section Il begins
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with an overview of some of the issues
asocisted  with  formation  flying, and the
research conducted at Stanford to address them.
This indicates the gened dass of dedrable
experiments to be performed on Orion.  Sections
Il and IV provide an oveview of the Orion
misson and briefly describe the desgn of the
Orion gpacecraft  itsdf. This highlights the
ability of the saellite to serve as a plaform for
testing hardware and theory.  Section V then
describes  the actud  operationd  experiments
currently planned for the Orion mission, and the
expected results.

Il. Fleet Management and Mission
Planning

There are some obvious benefits to a formation
flying misson architecture. When compared to a
sngle large sadlite a didributed sadlite
system will, in generd, have a lower totd mass
and be easer to launch. In addition, a distributed
plaform inherently has a higher degree of
operationa flexibility, as it can assume a varigty
of “shapes’. But the key benefits of smaler
satellites are that they cost less to reproduce and
generdly require fewer resources to congtruct.
This makes a digributed, formation-type
architecture mogt atractive from an economic
dandpoint.  Moreover, less money and fewer
resources will be required for extra sadlites.
This is atractive if coverage or rdiability is a
performance issue, and it also positively impacts
the cost for replacing and upgrading the flest.

An architecture that uses many smal
satdlites has many advantages, but the fact that
the condituent sadlites are smdl is itsdf a
weskness  The main reason is tha the limited
size of smdl sadlites (such as the micro-satdlite
class) makes them inherently deficient in certain
key resources. Sructura and surface area
limitations inhibit the ability to provide power
through solar cdls, volume limitations bound the
amount of maneuvering fud that can be carried,
furthermore, the reduced mass properties make
individud  saellites more  susceptible to
environmental  disturbances. All  of thee
problems make the flegt control-and-
coordination task that much more difficult. In
addition, misson operations must be planned s
thaa flet peformance  requirements ae
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achieved, and vaugble resources (such as fud)
are not squandered.

Independent of vehicle sze, there are other
design chdlenges inherent to a formation flegt
architecture. The chief concern is that the
relative postions of the fleet vehicles must not
only be determinate, but such information must
adso be effectivdy communicated and ditributed
to the fleet. Depending on the chosen control
architecture, this could have a dgnificant impact
on system performance.

Research conducted a Stanford that addresses
theseissuesincludes:

- CDGPS hardware for position sensing
Performance of various control
architectures
Peth planning and optimd trgjectories
Life-cycle mission planning

CDGPSHardware

In order for a formation flying architecture to
work, the sysem must have some knowledge of
the relative postions of the different vehicles.
Carier-Phase Differentia GPS  (CDGPS)
performs very effectivdly for this purpose [Ref
8. CDGPS is cgpable of providing precise
relative postion (~1 cm) and veocity (~1 mnv
knowledge. This is accomplished by peforming
differentid cdculations on the carier phese
sgnd between GPS recevers. The process
works best if the receiver units run off the same
clock. This is a difficulty encountered in
formation flying a the dl vehides must
congantly and consigtently synchronize their
clocks through some time transfer protocol. For
the Orion misson, a low-power GPS receiver
has been devdoped to provide CDGPS
measurements as a position and attitude sensor.

Control Architectures
The control drategy is a key desgn choice for a
formetion flying misson.  Three man control
architectures have been identified [Ref 6,7]:
Centralized — vehide movements bassd on
relative states of whole formation
- Leader-referenced -  vehide  movements
based on postion rdative to a designated
“leader”; the leader controls only its
absolute position
- Absolute — vehicle movements based on its
own absolute postion (relative positions not
known or controlled)
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Each of these sthemes can be used as pat of a
larger overal control drategy that  trandates
high-level  ground commands into a coherent,
organized fleet deployment plan. Each of these
control schemes was tried on a ground-based 2-D
formation flying tet bed a  Sanford.
Peformance was compared for a vaiety of
necessaty  flet manewvers, such as  resizing,
retargeting, and  initidization. The Orion
mission will be the first opportunity to try and
compare each of these architectures on-orbit in a
3-D experiment.

Optimal Trajectories

The most important resource for a space-borne
vehide is fud, a it is genedly non
replenishable. As a result, on-orbit maneuvers
must execute with a high degree of fud
efficiency.  In conjunction with the work on
control  drategiess, a  liner  programming
technique was employed to determine fud-
optimal paths for a fleet of three vehicles [Ref 6].
The objective function was to minimize a
weighted sum of fleet fud, with congrants
rdated to the system on-orbit dynamics and
operationd redrictions. The Orion satdlite will
employ a dmilar dgorithm as pat of its overal
formation maneuver control.  Again it will be the
first opportunity to verify results with an on-orbit
test.

Optimal Mission Planning and Coordination

The overdl control architecture can be used to
plan and execute a sngle expeaiment in some
optima fashion. However, such techniques can
be improved to teke into account a more globd
and longterm view of the flet misson. For
ingtance;

- Fleet combinations — not dl spacecraft may
be required to peform an experiment, or
Soare satellites may be present within a fleet.
In ether case, a choice must be made about
which sadlites to use Work initiated
recently at Stanford aims to eaborate on this
issue, darting with a way to choose the
“weighting” associated with the optima fue
consumption method mentioned above.

- Performance quality trades — minimize the
anount of fud expended to acquire a
paticular quantity of data, or conversdy,
commit to expending a particular amount of
fud and maximize the amount of data
acquired. This may involve usng a
dochagtic  method of  determining  the
probability that enough data has been
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collected, or the locations in which the

“best” data can be found.
Ultimatdly, the flet can become more
autonomous by acquiring a grester ability to
meke intelligent decisons without intervention
from an opeaor. The Orion misson may
employ such dgorithms in order to demondrate
these concepts and thereby extend the totd
number and qudity of experiments.

I1l. TheOrion Mission

The man function of the Orion project is to
identify and evduae technologies required for
formation flying missions. It is crucid to
undersand what types of components will be
needed, and to what degree Spacecraft resources
ae citicad for this paticular cass of multi-
satellite  missons, In conjunction with this
effort, some basic proof-of-concept  formation
flying experiments will need to be executed in
order to build a knowledge base of experience
from which future, more sophidicated missions
can benefit. If successful, Orion will accomplish
esch of thesetasks.

The Orion misson has two primary misson

gods[Ref 9]:

(1) Demondrate the use and operation of a
low-cost, low-power, multi-channd GPS
recaéver for red-time determingtion of the
attitude and position of asmall satellite.

(2) Demondrate the ability to organize a group
of gndl vehides into a predeermined
formation on orbit.

Orion will be launched aboard the Space Shuttle.
It will be deployed sdeby-sde with the
Emerdd nanosatdlites on the Multiple Satellite
Deployment Sysem (MSDS) plaform, designed
and condructed by engineers a the Air Force
Research Laboratory. A diagram of the launch
configuration gppears in Figure 1. The entire
MSDSEmadd-Orion system will be gected
from the Shuttle; afterwards, there will be a time
window for start-up operations before a timer on
the MSDS causes Orion and the Emerdds to be
released. At this point, nomina operations and
experiments may begin.  The target orbit is 325
350 km dtitude and 285 degrees indination;
however, 400 km and 50 degrees ae prefered
paameters, snce amospheric drag  severdy
limits misson lifetime a lower dtitudes and
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higher  inclinations
visibility times.

increese ground  contact

Orion-EmeraldM SDS

Figure 1. launch

configuration

In order to achieve the gods mentioned above,
GPS daa will be exchanged between satellites.
Orion, and to some degree the Emerdd satdlites,
will then use tha data to execute pre-planned,
organized manewvers The maneuvering process
will be govened by red-time autonomous
control software that will be directed a a high
levedl from the ground. An operations plan will
be desgned so that misson resources ae
adequately conserved.

The minimum success criteria for the Orion
misson are asfollows

(1) The GPS recever payload must be able to
caculate absolute orbitd postion in  red
time to within 50 meters. Attitude must be
cdculated to within 2°.

(2) The dtitude of each spacecraft in the
formation must be controlled to within 10°.

(3) At least two satelites must be arranged on
command in an intrack formation.  The
sadlite spacing must be even over a range
of 1 kilometer, and the formation must be
held for a least 30 minutes. Rddive
position between satellites must be known
to within 5 mees s tha a 20-meer
precison of control may be enforced. The
process must be repestable two times over
the period of one week.

Orion will achieve the &ove criteia by

maeneuwvering rdaive to one of the Emedd
saellites. To demongrate repeatability, the
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process will be attempted 5 times over a period
of two weeks When complete, formation
experiments involving both Emerdds and Orion
will be performed.

V. Orion Design

Now that some of the misson details have been
described, the resulting design is discussed. It is
important to first reflect upon the key design
requirements and how they flow down to the
subsystem levd. Then, a brief description of
each Orion subsystem is given.

Key Design Requirements

The misson requirements and gods demand thet
the find integrated sysem achieve severd key
functions. Firdt, the GPS recever must function
properly a dl times. Without precise knowledge
of redive podtion and atitude, the reative
position control will not meet specs, or may even
be ungable Second, the communications
sysem mugt dlow data to be exchanged between
satdlites during al phasss.  Withot a data
crosslink, postion informaion cannot  be
digtributed and again the postion control loop
canot be closed properly. The third key
requirement is that the flight control software
must be able to control the sadlites to the
required degree of accuracy.  While accuracy
may not be as important for some missons, it is
nonethdess required by the design team to meet
minimum success for this project. Ladtly, the
desgn must  incorporate  adequate  system
resources to perform the experiments.  The Orion
design team has assambled a complete misson
requirements document that outlines these key
citeia and  the  subsequent subsystem
requirements.

The primary requirements for the GPS
receiver are dmilar to those for a ground-based
GPS unit. To obtan an initid pogtion lock, at
leest one antenna must view four GPS satellites
smultaneoudy for a few minutes. At lesst 3
antennas must then track a minimum of 4
common GPS sadlites to maintan postion and
atitude  solutions. The  accompanying
dectronics mus be ale to cdculate the
appropriate position and attitude solutions from
the acquired signas, store that data, and share it
with the control software. The GPS recever aso
places requirements on other subsysgems.  Since
it must be active dl the time, it is a congtant
dav on the power subsysem. In order to
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maintain a lock on the GPS signd, the spin rate
and pointing accuracy of esch sadlite must be
kept below a paticular threshold. Findly, the
Sze and accumulation rae of GPS data
influences the reguired memory capecity and
data bus speed for the command and data
handling (CDH) subsystem.

Subsystems

Structure

A blow-out diagram of Orion is shown in Figure
2. The Crion sadlite is a cube 17.5" per side.
The mass target for the flight spacecraft is 35 kg.
The primay dgructurd materid is duminum
honeycomb.  The main load-bearing dructure is
a par of squae plaes (top and bottom)
connected by a st of plates that form an X aong
the diagond. Each of these dructurd members
is ¥2' honeycomb. The Xpattern thereby creates
four chambers into which the remaning
components and dectronics are placed. Three of
these chambers house nitrogen tanks for the
propulson sysem. The outer panels are Y4’
honeycomb platess  These will bear reaively
little load and will be manly used for mounting
sla cdls and torque coils  Plate connections
ae made via duminum L-channds, brackets
screws, and honeycomb inserts. Some  plate
corners are cut away to alow for the routing of
propulson plumbing and bus wiring. A slot on
the top plate alows access to the propulsion
tanks fill/drain valve. An MSDS plaform
adapter occupies most of the bottom pand. One
of the chdlenges in laying out the subsystem
components is to minimize the moments of
inertia  (to increase rotdiona maneuverability),
and place the fud tanks such that the center of
mass moves very little over time. A summary of
the Orion mass digtribution appearsin Table 1.

Table1 - Orion mass budget

e A ey

Figure2 - Orion structure
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Subsystem Mass(g) |
GPS Payload 1072
Structure 12403.68
CDH 900
Comm 696
Torquer Coils 2473
Propulsion System 10648
Power System 7140
Tota 35332.68
Budget/Allocation 35000
Margin -1.0%
Power
The Orion power conssts of the following
components:
- Spectrolab  dud-junction GaAs solar
cdls

One pack of ten Sanyo NiCd KR-
10000M (10 A-hr) betteries

Lambda PM30-12S05 power regulator

Ten magnetic latching rlays
(operationa  power inhibits required for
Shuttle safety)

The Orion power system ddivers the following
performance:
- 5V regulated power up to 6A
12-14V unregulated power up to battery
current limit
Expected solar input ~18W time
averaged

The power sysem design is farly draight-
fooward. Solar pands ae szed 0 as to meke
battery over-charge dmogt impossble Solar
input feeds directly to the betteries and to the
main power bus. The batteries act as a buffer. A
totd of four basc fligt modes exist. These
modes include the initid dat-up mode a
“cruisg” mode (essentidly a stand-by mode), the
experiment mode, and a daa downlink mode. A
summary of the power budget appears below in
Table 22 The power sysem is cgpable of
sugtaining a (power-hungry) experiment for up to
3 orbits (~4.5 hours).
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Table?2 - Orion power budget

Startup | Cruise |Contact| Exper
Subsystem (mW) | (mW) | (mW) [ (mW)
GPS Payload 1450 | 1450 | 1450 | 5225
Structure 0 0 0 0
CDH 448 448 448 6948
Comm 1426 | 1426 | 5890 | 2376
Torquer Coils 3650 250 250 250
Propulsion System 300 300 300 | 22380
Power System 0 0 0

Tota

CDH

The CDH and communication subsysems ae
unique, as these two subsystems are virtudly
identicd  between the Orion and Emerad
sadlitess The aspiraion is to dlow both teams
to integrate efforts and to mutualy develop the
end product. Since the sadlites must
communicate misson-criticll data in order to
achieve success, this development drategy s
key. The CDH subsysem conssts of a
SpaceQuest CPU and an 1°C bus monitor.  The
FpaceQuest Rev C motherboard is a flight-ready
CPU; it was purchased a an off-the-shdf
solution 0 as to conserve manpower and time.
The BekTek operating system, previoudy used

on ealier revisons of the board has been
puchased in  order to expedite software
development.

The spacecraft data bus is based on the I1°C
specification. As such, al subsystems on the data
bus have a built-in 1°C adapter.  PIC16C74A
microcontrollers are thereby used to do the low-
level control for the attitude control systams,
which offloads some burden from the main CPU.
The microcontrollers  are  manufactured by
Microchip, and have 4 KB ROM, digitd /O
lines, PWM output and A/D channels in addition
to RS232 and I°C intefaces Another
advantage is the reduced amount of wiring
required. Ingtead of having to run separae data
lines to each subsystem, the subsystems can now
be dasy-chaned on the 1°C data bus In
addition, al sysem tdemetry is conveyed over a
Ddlas 1-wire bus. This diminates the need for
routing every sngle tdemetry sensor wire back
to the CPU. All sensors are wired localy within
subsystems and tdemetry vadues are addressed

B. Engberg, R. Twiggs

| 7274 | 3874 | 8333 | 37179 |

and read over the Ddlas bus A bus monitor
integrated with the CPU has full control over FC
—controlled systems and the flow of teemetry.
The architecture for the CDH system gppears in
Figure 3.

Communications

Orion's communication subsystem conssts  of
two trengmitters, two receivers, and a
SpaceQuest modem.  Each of the receivers was
condructed from a Hamtronics amateur
developers kit. Only dight modifications will be
required to make these components space
worthy. The transmitters operate on the standard
70-cm amateur band as does one recever.  This
provides adequate hardware to cover the cross
linking duties ~ The remaning backup receiver
operates on the 2-m band and can be used to
upload commands during contingency
operations. All RF components ae routed
through the SgaceQuest modem; this is a flight-
reedy modem purchased as pat of a CPU-
communications  package  solution, and  is
specialy designed both in hardware and software
to integrate smoothly with the SpaceQuest CPU.

Power System b=y
GND, 5V, 12V, 14V

1

1

C&DH Subsystem : :

el 2z, | =

Regulator 1

Rs-232 GPS/ :

SCIC F=A

SQFC (oriom | |

FSTz0mts i

5 I Port :

|-C I

:

-+ ——— I S e i et

L1 Dallas 1-Wire L1

Subsystem 1 o0 Subsystem N

Figure 3 - Orion CDH architecture

Attitude Control

Orion uses a cold-gas propulson system as its
primay means of maneuvering and dtitude
control.  Four 3-axis duders of thrusters are
located at four corners of the satellite. The flow
through each thruster unit is regulaed by a
solenoid vave, which in turn is controlled by a
PIC16C74A microprocessor. A diagram of the
propulson system is shown in Figure 4. Each
thruster is capable of generating 50 mN of thrust
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Figure4 - Propulsion system schematic

a a specific impulse of ~70 sec. A far amount
of the system design and redundancy was driven
by NASA Shuttle safety requirements.

Without GPS daa, however, the propulson
system controller would essentidly be running
open-loop.  Thus, in the absence of a rdiable
GPS dggnd (such a during dat-up or
contingency  operations), an auxiliay control
method is needed. Torquer coils are used for this
purpose.  Three coils condgsting of 300 turns of
megnet-wire  on an duminum  frames ae
mounted on the insde surface of three sde
panels.  This system is capable of generating a
magnetic moment of 5 Ant, which is equivaent
to 1.2510“% Nm a 500 km dtitude. The amount
of current through the coils is controlled by a
PIC16C74A  microcontroller  through  power
MOSFETs. This subsystem dso includes the
necessary 3-axis magnetometer as a sensor for
the feedback loop. The coil sysem dowly de-
tumbles the spacecraft until a GPS dgnd lock is
obtained.  Initid dmulation results show that
Orion can be detumbled in less than 3 orbits for
gopreciably  lage  intid Euler angle raes
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(severd  degrees/sec). A picture of Orion's
prototype coils appearsin Figure 5.

GPS Receiver

The Orion GPS receiver condds of a sngle 6
antenna. atitude and reative navigation receiver
usng carier-differentid GPS. The GPS receiver
design is based on the Mitd Pesssy GPS
chipset, using the GP2015 RF front end and the
GP2021 12-channd corrdator. A diagram of the
GPSreceiver sysemisshown in Figure 6.

f f\

2
e \ /
2" =./j’_"' -

Figure5 - Prototypetorquer coils

Modifications to the origind recever
design include a second RF front end and an
externd clock input. This receiver has two RF
front ends, a corrdator (Sx channds per RF front
end), an ARMG60 processor, and the required
EPROM and RAM memoary. Ancther board
provides the 5V regulaed power input and
RS232 serid input and output.  The attitude
recaver uses two of these modified cards with a
common cdock. Integrated Carrier Phase data is
shared between the two cards over the swid
ports. The ARM60 closes the low level code and
carier  tracking loops on both cads
Furthermore, on one ARMG60 the asolute
postion solution is determined while the other
determines the attitude. This process is currently
run a 5 Hz. The rdaive navigaion uses a single
receiver card, with the Integrated Carrier Phase
daa being sent from a second receiver though
the serid port. The processor computes both the
absolute and reaive postion solutions. Because
of the greater computational load, this process is
peformed a only 1 Hz. Current tests show
relative position accuracy on the order of 2 cm.
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Sevad hadwae and software  changes have
been completed or ae in progress  Hardware
upgrades tie together the dngle sSx-antenna
receiver with a stience computer capable of

peforming dl solutions (attitude, absolute
postion, and rddive navigation). Software

upgradesinclude:

- Improved bias initidization dgorithm —
CDGPS techniques require knowledge of
the number of integer cydes between
antennas. This bias mugt be initidized and
cdculaed in the software
Orbit edimator — the reative veocities
between the user and the GPS spacecraft is
much larger than in terrestrid gpplications.
A much larger Doppler space must be
searched for the GPS dgnd. Without
edimating the expected rddive veocity, a
sgnd lock may never be acquired.

Non-digned antenna compensation — phase
differences  between  non-digned  antenna
boresghts will certtainly occur  between
multiple spacecraft

Low power mode — a sngle antenna will be
employed to maintain asignd lock

GPS SUBSYSTEM - ORION

ﬁ(’ANT ANT ANT ANT ANT ANT

D
8L -
o
5:5 ls SCIENCE
) é | cpPs .l GPs GPS COMPUTER
OWp t— RECEIVER RECEIVER RECEIVER
Zou lc ® ® © (e
g % — — VA
Qe SERIAL SERIAL} SERIAL} SERIAL
3 CLK  TXRX] CLK  TxRX CLK  TxRX] LINK
5V POWER BU! | | | ] I I I—-
TO C&DH
SUBSYSTEM
— LOGIC SERIAL 1-WIRE CPURX
DALLAS 1-Wi| CPUTX

IRE
POWER CONTROL NET | |

10MHz CLOCK GENERATOR |

Figure6 - GPSreceiver design

V. Orion asa Formation Flying
Testbed

As outlined in Section II, a srong effort has been
made to devdop the applicaive theory for
coordingting and controlling a flet of
cooperdive vehicdes in space. Orion will ad in
these efforts by providing a suitadble space
platform from which to test these principles.

For CDGPS hadware, the Orion misson will

provide a means by which to evduate the
performance of the receiver sysem in space,
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including the chip s, the ARM60 processors,
and the RF front-end equipment. A successful
flignt will grant these items much-vaued flight
heritege,  while dso  achieving one of the
misson's primary goas. It is expected that the
hardware modifications will perform as required
for theintended mission life.

Orion and the Emedd sadlites together will
provide the necessary environment in which to
try the proposed formation control architectures.
The firg phase of formation flying experiments
will se Orion employing more of a leader-
following control drategy; one Emerdd  will
broadcast its own GPS solution over the cross
link, which Orion will use to cdculae redive
postioning and act accordingly. System
performance in this respect is expected to be
good. The next phase will involve Orion and an
Emerdd actudly having more of a conversation,
such as in the digtributed control architecture.
The Emerdd sadlites each have a vey limited
ability to control postion with a st of drag
panels.  Orion will be burdened with performing
mogt of the caculations, however both Orion and
Emedd will nevethdess be aile to exchange
relative podtioning information and teke action
accordingly. The fina phases will attempt both
leeder and distributed control experiments  with
both Emerald satdlites indead of jus one.  The
results from these expeiments are expected to
show benefits for distributed control (es it did at
the Sanford formaion  flying  testbed).
However, dnce the Emedds actuaion
performance is 0 wesk and limited, some of the
data might end up appearing subjective.

In  conjunction with the control architecture
experiments, optima path planning software will
be induded on Orion's number-crunching
sience  computer. During the cyde of an
experiment, relative podtioning data, thruster on-
off times, and propulson tank pressure will be
recorded. During anadysis, thruster firings can I
matched againg drops in tank pressure to
characterize how efficient the propulson system
behaves. With that done, the noted fud
consumption can be collaed with rddive
position measurements in order to redize the true
path taken by the Orion spacecraft, and the
corresponding  quantity of fud spent. These
resllts can then be compared with ground
smulations to determine how wel the path
planning dgorithm performs.  These results are
expected to be nomind; however, uncertanties
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in the plant modd (Orion) may cause the path
planning loop to be less efficient than expected.

A mgor concern addressed during the design
phese was the badance between the quantity and
quality of experiments. More orbits of data
necessarily mean fewer opportunities to run
experiments. In  addition, extremdy long
expeiments could lead to power shortages.
These problems highlight the need for attempting
to invoke misson planning techniques that take
into account more than a myopic view of fud
ussge.  The objective will be to incorporate
misson planning dgorithms to geather good daa
and support the misson goas while extending
the totd number of missons (misson life) as
much as possible

V1. Conclusons

This paper has summarized the reationship
between the formaion flying research beng
conducted a Stanford Universty and its
relationship to the Orion misson. The main
thrust aess for research included deveoping
CDGPS hardware, investigating various
architectures for fleet control, optimized vehicle
trgectories, and optimized longterm misson
planning. The Orion misson provides an
appeding formation flying test platform, and is
the primary candidate for which to develop and
demondrate these concepts.  As a result, a grest
ded of knowledge and experience will be gained
that will benefit future formation flying
missons. It is expected that vduable indghts
will ganed into the peformance of CDGPS
hardware on-orbit, as wel as information about
the practicd application of various control
architectures and optimd planning methods in
such an environment.
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